Receiving state functional magnetic resonance imaging (rsfMRI) has increasingly spread in functional brain imaging research as means to evaluate regional interactions that occur when a subject in the scanner is not performing an explicit task (no activity). Structurally segregated and functionally specialized regions of the human cerebral cortex are interconnected by a dense network of cortico-cortical axonal pathways (1). By using diffusion spectrum imaging (DSI), these pathways were noninvasively mapped within and across cortical hemispheres in humans. An analysis of the resulting large-scale structural brain networks reveals a structural core within posterior medial and parietal cerebral cortex, as well as several distinct temporal and frontal modules. Brain regions within the structural core constitute connector hubs that link all major structural modules. The spatial and topological centrality of the core within cortex suggests an important role in functional integration (2).

The human brain is a highly complex organ forming the center of the human nervous system. It has a left hemisphere and a right hemisphere covered via a layer of nerve tissue called the cerebral (cerebral cortex). The normal human brain has been estimated to contain about 1011 to 1012 neurons of which about 1010 are cortical pyramidal cells. These cells pass signals to each other via approximately 1015 synaptic connections. The adult human brain weighs on average about 1.5 kg with a size of around 1130 cm3 in women and 1260 cm3 in men, although there is substantial individual variation.

The interest in functional brain studies lies in the electrical activity of ring neurons, which cannot entirely be inferred by analyzing the vascular process because:

- The hemodynamic lag varies in a complex way from tissue to tissue,
- No theory on the relationship between the electrical and hemodynamic processes is available.

Yet the vascular process provides valuable information on the electrical activity in ring neurons, which advocates for the attention, paid to fMRI data analysis and need for methods that circumvent some of the pitfalls associated with the detection of the blood oxygenation level dependent (BOLD) image contrast. The presence of artifacts (e.g., subject and scanner movements, RF coil heating, differences from scanner to scanner...), and physiological sources of variability (cardiac, pulmonary, and other pulsations) render detection of the activation-related signal changes di cult and sometimes questionable. An additional difficulty in delineating functional correlates from spatiotemporal fMRI data sets stems from the relatively small effect sizes in blood flow related phenomena, which is translated in low image contrast-to-noise ratio (CNR) of the BOLD signal. The difficulty in extracting information from raw data is supplemented increased by the functional correlates of brain activity that may relate to behavioral paradigms in complicated ways.

Functional MRI (fMRI), a non-invasive functional neuroimaging modality, has rapidly become a common tool for mapping the working brain activation patterns, both in health and in disease (3). It has undergone a fast growing and remaining during the last decades and, as an intrinsically multi-disciplinary approach, fMRI has gradually been involved in a large spectrum of scientific disciplines comprising neuroscience, medical physics, psychology, political science, economics, and law (to quote just major fields). In parallel, new techniques have emerged in data acquisition and analysis, experimental design, image reconstruction and enhancement, leading to more accurate results and deeper insights.

The index of neuronal activity (contrast) quite spread in neuroimaging is the blood oxygenation level dependent (BOLD) signal (4), which is based on the differing magnetic susceptibilities of the oxygenated hemoglobin (diamagnetic) and deoxygenated hemoglobin (paramagnetic) in relation with the surrounding tissue. The basic assumption is that an increase in neuronal activity within a brain region entails an increase in local blood flow, leading to reduced concentrations of deoxymyoglobin in the blood vessels. Consequently, relative decreases in deoxymyoglobin concentration attract a reduction in local field inhomogeneity and a slower decay of the MR signal, resulting in higher intensities in T2* weighted (functional) images (5).

The BOLD contrast indirectly probes neuronal activity changes via evoked cerebral blood flow (CBF), cerebral blood volume (CBV) and cerebral metabolic rate of oxygen (CMR02) changes. By all means, the spatial specificity to neuronal activation is limited. In addition, the non-linear interaction of CBF, CBV and CMR02 may adversely affect quantitative interpretations of the BOLD signal across cortical depths with different baseline physiology (6). Measuring these non-BOLD physio logically well-defined contrasts with particular emphasis on arterial spin labeling (ASL), vascular space occupancy (VASO) and calibrated fMRI, directly on a depth-dependent level has the potential to alleviate these shortcomings. Such non-BOLD fMRI methods are promising alternatives compared to conventional fMRI as they are able to provide improved spatial specificity, quantifiability and, hence, physiological interpretability as a function of cortical depth (6).

Any changes in blood flow and oxygenation (vascular and hemodynamic) are temporally delayed relative to the neural ring, a confounding factor known as hemodynamic lag. It corresponds to gross aberancy in functional connectivity (FC) measures, performance deficits in multiple domains, and local and global perfusion deficits. Correction of lag partially normalizes abnormalities in measured FC. In some cases like stroke, rsfMRI can reliably identify areas of hemodynamic delay (7).

In terms of the experimental paradigm, fMRI data analysis can be loosely divided into two categories. Task-related fMRI data are acquired while the subject is performing a sequence of timed conditions, either in block-
design experiments (where the conditions of certain duration alternate with periods of rest), or in event-related (ER) experiments (which rely on a random sequence of conditions represented by single time points). Task-related fMRI data analysis is routinely carried out by means of the general linear model (GLM) within the framework of statistical parametric mapping (SPM) (8). Resting-state fMRI data are collected without any experimental task while the subject does not perform any intentional activity. The central goal is to investigate the intrinsic brain network structure by observing the spontaneous low frequency fluctuations of the BOLD fMRI signal. As such, new insights were allowed leading to resting-state networks (RSNs), default mode network (DMN) (9), a comprehensive cortical parcellation (10), and the network characteristic relationship to behavioral parameters.

There are several methodologies to analyze functional neuroimaging data.

- Univariate/multivariate. The univariate approach probes individual voxels in the imaging data for a relationship to the experiment condition, commonly implemented by the GLM. The multivariate approach, also referred to as multi-voxel pattern analysis or multivariate pattern analysis, probes data for global and potentially diverse assumptions on processing in the mental condition. Mathematically, techniques involved: support vector machines (SVM) to study responses to visual stimuli (11), pattern recognition (PR) algorithms like random forest based gini contrast (12), sparse regression and dictionary learning (13), and so forth.

- Confirmatory/exploratory. Most of imaging neuroscience relies on confirmatory analysis like hypothesis-led inference, which makes use of spatially extended processes such as SPM (8). Changes are specified as regressors of interest in a multiple linear regression framework like the GLM and the estimated regression coefficients are tested against a null hypothesis (e.g., no activity). The voxelwise test statistics form summary images known as statistical parametric maps, which are commonly assessed for statistical significance or tested for the size or mass of suprathreshold clusters (14). The resulting map of statistic is a representation of the spatial distribution of functional activity elicited by the task in question. Contrarily to confirmatory analysis, model-free exploratory analysis describes the decomposition of observed data into a set of temporal and spatial components according to some criteria like maximal variance (PCA) or statistical independence (ICA) (15) with no need of a prior model. Even if the basic assumptions of running the above algorithms loosely hold, the analysis will come out with a subspace of estimated components that must be validated in some way. This issue can be handled in several ways, but we advocate to pair spatial ICA and temporal fuzzy cluster analysis (FCA) (16), and, above all, statistical resampling (shuffling) of experimental data (17). These methods are based on fundamentally different concepts and mechanisms enforcing complementarity.

- Functional connectivity analysis. FC analysis addresses the intrinsic brain network structure along with the inter-region interactions. Most of these studies deal with resting state data to parcelate the brain (10) or looking for correlates to behavior (18). Task specific data can be used to study causal relationships among brain regions like dynamic causal mapping (DCM) (19).

In any case, the interpretation of functional brain imaging data inevitably requires some assumptions on processing in the waking brain that may not be entirely realistic and which preclude canonical methods of data analysis and experimental design. Two general principles of cerebral function have been derived from investigating brain lesions and recording signals from smaller or larger clusters of neurons:

- Functional specialization of brain regions, which means that different brain regions perform different tasks (20).

- Functional integration (21), which states that cerebral functions are carried out by networks of interacting regions and that different functions correspond to different networks.

As such, there are two main types of assumption underlying the interpretation of functional neuroimages, namely, the subtraction paradigm and the covariance paradigm (22). The subtraction paradigms assume that different brain regions are engaged in different brain functions (i.e., they rely on functional specialization). The covariance paradigms assess the temporal covariance between different brain regions during a particular task. Significant covariance between regions associated with a particular brain function is termed functional connectivity. The extraction of functional correlates from raw data sets is facilitated by using the subtraction or covariance paradigms during preprocessing step. Due to their complementarity, it is often necessary to employ both paradigm types in order to resolve all the functional components of a given cerebral process (23).

**RESTING-STATE FUNCTIONAL BRAIN IMAGING**

Analyses of task-free rsfMRI have revealed the existence of temporally correlated spontaneous low-frequency (0.001 0.100 Hz) fluctuations of BOLD signal of widely spatially separated brain regions (24,25). Seed-based and data-driven approaches are commonly used to identify brain regions that share a common time course of spontaneous fluctuations. Such temporal correlations are presumed to reflect intrinsic FC and have been demonstrated across several distinct networks serving critical functions like vision, hearing, language, and salience detection (26-28).

The dynamical integration among brain regions, which demonstrates neuronal communications beyond the underlying anatomical structure, is currently studied by functional and effective connectivity (29). Functional connectivity (FC) measures statistical dependencies of time-series between distinct units; while effective connectivity (EC) investigates the influence one neuronal system exerts over another, by means of predictive models (30). The former has been comprehensively described and integrated in the functional connectome of the human brain (31).

**Resting-state networks**

Modern cognitive neuroscience provided evidence that our brain is never at rest. Brain’s energy is significantly used up at rest by spontaneous neuronal activity (20%), while task-related increases in metabolism energy are minor (<5%). It comes out that during wakeful periods of overall deliberate inactivity and inattention to external stimuli, several distinct cortical brain regions are still active. These parts of the brain are functionally linked forming resting-state networks (RSNs), which reflect the underlying structural connectivity architecture of the human brain. Motor, visual, auditory networks and networks connected with language, working memory and attention were identified as RSNs. The complexity of functional connectivity supports the existence of direct neuroanatomical connections (i.e., white matter tracts) among the functionally linked brain regions, which contribute to the ongoing neuronal communication and information transfer (18).

Though not a consensus on the number, nature, and the exact role of the RSNs exists, there were identified six main consistent RSNs (32,33) by means of ICA of fMRI data (Figure 1) employed in several studies. RSN 1 is the DMN, which typically comprises bilateral inferior parietal lobe (IPL), bilateral superior frontal gyrus, the posterior cingulate cortex/precuneus (PCC), and medial prefrontal cortex (mPFC). RSN 2 is a network of dorsal attention, which includes bilateral intraparietal sulcus/cortex at the intersection of the precentral and superior frontal sulcus, ventral precentral,
and middle frontal gyrus. RSN 3 is a posterior visual processing network, which involves the retinotopocipital cortex and temporal-occipital regions. RSN 4 is the sensory-motor network including the precentral, postcentral, and medial frontal gyrus, the primary sensory-motor cortices, and the supplementary motor area. RSN 5 primarily involves the bilateral superior temporal cortex, and is the auditoriophonological network. RSN 6 is a network related to self-referral mental 7 activity, which includes the medial-ventral prefrontal cortex, the pregenual anterior cingulate, the hypothalamus, and the cerebellum. Among all the resting state patterns, the default mode is the most prominent, and was originally discovered in resting metabolism positron emission tomography (PET) data (33). Later on, it was assumed to reflect an organized, baseline default mode of brain function.

The BOLD signal fluctuations associated with each network were correlated with the EEG power variations of delta, theta, alpha, beta, and gamma brain rhythms. Each functional network was characterized by a specific electrophysiological signature that involved the combination of different brain rhythms. Moreover, the fused EEG/MRI analysis permitted a finer physiological fractionation of brain networks in the resting human brain. The result supports the coalescence of several brain rhythms within large-scale brain networks as suggested by biophysical studies (32).

Despite the growing number of resting-state functional connectivity MRI (fcMRI) studies, critical concerns regarding the underlying source of the BOLD signal correlations have still persisted.

Default mode network

Information processing in brain is based on the complementary principles of modular and distributed information processing. The former emphasizes the specialization of functions within different brain areas. The latter emphasizes the massively parallel nature of brain networks and the fact that function also emerges from the flow of information between brain regions (34). Brain regions simultaneously activated during any cognitive process are functionally connected, forming large-scale networks. These functional networks can be examined during active conditions (ER fMRI) and also in passive states (rsfMRI). During rest, small but consistent increases in activity occur in a specific subset of regions from the RSNs called the default mode network (DMN), which is the most widely investigated brain network.

The DMN consists of a set of brain regions that typically deactivate during performance of cognitive tasks (33). The DMN is detectable using task-free fMRI and is implicated in episodic memory processing (35,36). The DMN regions are involved in performing different tasks, such as introspection and spontaneous cognition, memory retrieval, emotional process, and social cognition. It is also known the role of DMN in the shift between resting and spontaneous states. The DMN is detectable using task-free rsfMRI and is implicated in episodic memory processing (35,36). The DMN is detectable using task-free rsfMRI and is implicated in episodic memory processing (35,36). The DMN is detectable using task-free rsfMRI and is implicated in episodic memory processing (35,36). The DMN is detectable using task-free rsfMRI and is implicated in episodic memory processing (35,36).

The result supports the coalescence of several brain rhythms within large-scale brain networks as suggested by biophysical studies (32).

Two main computational aims stand behind the interest in DWI:

- Study of the local tissue properties like diffusivity
- Estimation of the local directions and global pathways of diffusion.

In DWI, the intensity of each image element (voxel) reflects the best estimate of the rate of water diffusion at that location. Because the mobility of water is driven by thermal agitation and highly dependent on its cellular environment, the hypothesis behind DWI is that findings may indicate (early) pathologic change. Major clinical applications of DWI are in the study and treatment of neurological disorders.

Diffusion tensor imaging

The underlying physical process of diffusion impinges a group of water molecules to move out from a central point, and gradually reach the surface of an ellipsoid for an anisotropic medium or sphere for an isotropic medium. The ellipsoid formalism plays also the role of a mathematical method of organizing tensor data (39) (Figure 3).

Diffusion tensor imaging (DTI) makes use of eigenvalues and eigenvectors of the water diffusion tensor to generate images. The diffusion tensor (40), is a 3 x 3 symmetric positive-definite matrix and is proportional to the covariance matrix of a normally distributed local diffusion process, so that the dominant eigenvector of this tensor is the principal direction of local diffusion. Since the volume contains contiguous tissue fibers, the volume of diffusion tensors is estimated by setting regularity conditions on the underlying field of tensors (41). In fibrous tissues like white matter (WM), water diffusion is relatively unimpeded along the fiber orientation. In contrast, water diffusion is highly restricted in all orthogonal directions to the fibers, so that the diffusion in fibrous tissues results anisotropic.

Common DTI comprises FA maps, principal diffusion direction maps, and fiber tracking maps. In practice, DTI measures are mean diffusivity (MD), fractional anisotropy (FA), radial diffusivity (Dr) and axial diffusivity (Da). Such scalar values can be extracted from the diffusion tensor, which indirectly measure tissue properties such as the demyelination of axonal fibers (42), or the presence of edema (43). FA is a scalar value that measures the grade of spherical probability of diffusion of a molecule (i.e., degree of anisotropy) in the medium. FA is highly sensitive to microstructural changes, but not very specific to the type of changes (e.g., radial or axial) (39). In addition, FA is a measure often used in diffusion imaging where it is thought to reflect fiber density, axonal diameter, and myelination in WM. In clinical neurology, various brain pathologies may be best detected by inspection of particular measures of anisotropy and diffusivity. FA identifies any temporary functional variations in a structured volume of WM (Figure 4).

Figure 2) The FC map of the DMN was extracted from Group ICA. There were chosen 9 regions that displayed significant FC (p<0.05, corrected by FDR) as ROIs in order to determine the regions for the subsequent EC modeling of the DMN; VPC Posterior Cingulate cortex; dMPFC Dorsal medial prefrontal cortex; vMPFC Ventral medial prefrontal cortex; dIPFC Left inferior parietal lobule; dRIP Left Right inferior parietal lobe; LETC Left lateral temporal cortex; rLET Right lateral temporal cortex; lHC Left hippocampus; rHC Right hippocampus (37).

Figure 3) Diffusion tensor ellipsoid (right) and its diffusion constants (left) (39). 1 represents diffusivity along the longest axis of the tensor and 1 represents the vector orientation of I. When normalized, FA=0 indicates a spherical distribution of water diffusion probability (left), whereas FA=1 points to a preferred direction of water diffusion (middle).

Figure 4) Measuring a diffusion tensor field within a single voxel (Da). Such scalar values can be extracted from the diffusion tensor, which indirectly measure tissue properties such as the diffusivity or diffusivity along the longest axis of the tensor and 1 represents the vector orientation of I. When normalized, FA=0 indicates a spherical distribution of water diffusion probability (left), whereas FA=1 points to a preferred direction of water diffusion (middle).
Conventional MRI reveals tumors, brain bleeding, strokes, multiple sclerosis lesions, and damage to the blood-brain barrier, but not any damage to axons. Diffusion tensor MRI can reveal that the myelin coating of some axons has been disrupted, which impairs their ability to transmit signals, or that some axons have been sheared away from their normal connections. The power of DTI resides in its sensitivity to microstructural axonal injury, a pathological condition that presumably contributes to persistent cognitive and behavioral impairments in some multiple neurological disorders, such as schizophrenia (44), Alzheimer’s disease (45,46), epilepsy (47,48), and autism (49,50). Likewise, DTI has widely been employed to map WM anatomy prior to surgery (51). As such, localization of critical WM pathways in clinical interventions is carried out minimizing damages to these areas. Visualization of these pathways is performed by means of the eigenvector maps (Figure 5).

Fiber tractography

If the principal direction of diffusion at each voxel in the volume is known, it is possible to estimate the global pathways of diffusion through a process called tractography (52). MR tractography based on DTI has emerged about two decades ago. At the beginning, it was successfully applied to some neurological conditions and most commonly involved in preoperative planning for brain tumors and vascular malformations. Nowadays, areas of active research include stroke and dementia, since it may come out with planning for brain tumors and vascular malformations. Nowadays, areas of active research include stroke and dementia, since it may come out with planning for brain tumors and vascular malformations. This technique was initially introduced using the deterministic streamline algorithm and has evolved to use more sophisticated probabilistic approaches (53). DTI tractography, or fiber tractography (FT), consists in a 3D modeling (reconstruction) technique used to visually display neural tracts through data acquired by DTI (54). It employs special methods of MRI and computer-based image analysis. The results are rendered in 2D and/or 3D images. DTI tractography is commonly used to reconstruct WM structures and assess structural connectivity in vivo (Figure 6) (55).

Diffusion spectrum imaging

The main pitfalls in DTI are the following:

- the tractography algorithms may fail because of the disruption of voxel to voxel continuity caused by WM damage
- DTI has limited capacity to resolve the direction of individual fiber tracts at junctions between overlapping bundles.

Due to the relatively low resolution of diffusion MRI, many diffusion pathways may cross, kiss or fan at a single location. As such, the single principal direction of the diffusion tensor is not an appropriate model for the local diffusion distribution in all cases. This issue is commonly overcome by estimating multiple directions of local diffusion using more complex models, which include mixtures of diffusion tensors (57), diffusion spectrum imaging (DSI) (58), and fiber orientation distribution functions (59). These approaches commonly involve high angular resolution diffusion imaging (HARDI) acquisition with a large number of gradient directions (60). In particular, HARDI successfully overcomes the bercrossing issue (Figure 7) (61).

To generate diffusion images, the brain is scanned, pretty much the way a patient undergoes a medical MRI. Data collected during the scan are subsequently analyzed using specialized algorithms to produce diffusion spectrum images. Each fiber in the image represents hundreds to thousands of individual neural fibers in the brain (Figure 8).

---

Figure 4) A mid-axial slice of a diffusion tensor image. Each voxel’s value is a tensor represented here by an ellipsoid. Color denotes principal orientations: red=left-right, blue=inferior-superior, green=posterior-anterior (40).

Figure 5) Quantitative DTI maps. T2-weighted reference image from DTI data; MD image - quite similar contrast to T 2-weighted image with CSF appearing hyperintense; FA-hyperintense in WM; the major eigenvector direction indicated by color (red=R/L, green=A/P, blue=S/I) weighted by the FA; the major, medium, and minor eigenvectors; T2-weighted structural image (39).

Figure 6) MRI T2-weighted image (left) shows dilated ventricles and hydrocephalus in a PVS case. MRI tractography (right) shows WM tracts surrounding the dilated ventricles (56).

Figure 7) Artificial color images of WM tracks in the brain constructed with a 3T MR scanner using HARDI method (from Cincinnati Children’s Research Foundation, 2017).

Diffusion spectrum imaging (DSI) is a version of DWI that is sensitive to intra-voxel heterogeneities in diffusion directions caused by crossing fiber tracts and thus allowing more accurate mapping of the axonal trajectories than other diffusion imaging approaches (62). DSI is a technique characterized by the acquisition of a very large number of images applying strong motion sensitizing magnetic gradients in multiple directions (63). DSI is mapping complex tissue fiber architectures by imaging the 3D spectra of tissue water diffusion (64). DSI tractography has the capacity to image crossing fibers in neural tissue, which is essential to non-invasively image the connectional neuro anatomy (62).
unambiguously indicating a direct or indirect connection (75). Yet a unanimous agreement exists that a major problem for rsfMRI-based analysis (ICA) (16,73,74) allow, from a single data-driven analysis, the particular, multivariate analysis methods such as independent component analysis for blind source separation. Rom Rep Phys. 2004;56(1):25-37.

The simplest analysis methods, based on the correlation strength between the time courses of any two brain regions, though not quantitative, permit to infer whether the regions are functionally connected. More complex and, particularly, multivariate analysis methods such as independent component analysis (ICA) (16,73,74) allow, from a single data-driven analysis, the simultaneous estimation of multiple distinct components, with control over the level of component sub-splitting (75). It is worth noting that none of these methods reveal whether connectivity is direct or indirect (76).

Yet a unanimous agreement exists that a major problem for rsfMRI-based network modeling as well as for graph theory arises if inferences rely on the assumption that the correlation between the time courses of two nodes is unambiguously indicating a direct or indirect connection (75).

CONCLUDING REMARKS

Recent advances in fMRI and DTI have provided tools to view the human brain connectome by assessing tract structure, ber connectivity, and functional connectivity. Cortical and white matter damage arising in brain injury can disrupt structural connectivity, thereby affecting patterns of functional brain activity and connectivity. DTI allows to investigate WM damage and to assist in understanding pathological changes in the structural connectivity. DSI can display brain's major neuron pathways supporting neurologists relate structure to function. On the other hand, rsfMRI permits to assess large-scale functional connectivity and integrity of neuronal networks. All fMRI-based methods providing functional and structural connectivity measures may foster the development of imaging biomarkers of cognitive and neurobehavioral impairments.
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