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INTRODUCTION

Consider a two-player game with utility functions ( ), , 1,2iu x y i = , of 
player 1 and 2, respectively, where, x and y are profits of players 1, 2. 

Throughout the current paper, it is assumed that x and y are realizations 
of random variables X,Y with the joint distribution F

X
,
Y
 and the marginal 

distributions, F
X
,F

Y
 respectively. Notations f

X
,f

Y
 stand for density functions 

(is exist) for continuous X,Y, or the probability mass functions of them in 
discrete one case. For both cases, the term density is applied. 

Also, the notation / ( / ) ( / )X Yf x y f x y= =  denotes the conditional density 
(if exists) of x given y. 

Throughout the current paper, terms “distribution” and “density” are 
used, interchangeably. According to the game theory literatures, the mixed 
distribution of Y is a FY such that the quantity ( )( )1 ,E u x Y , defined by

( )( ) ( ) ( )1 1, , ,YE u x Y u x y f y dy
∞

−∞
= ∫

is independent of x, i.e. the first player is indifference with respect to x. 
(Here, the mixed distribution in the sense of game theory is meant and  it is 
not related to the mixed distributions of statistics). 

The above expectation is taken with respect to the family of marginal 
densities of Y.

That is, the marginal density is found (across the family of densities) which 
makes the first player indifference. 

In the simultaneous game manner, both players’ find their mixed 
distributions, and consequently, take samples from them, concurrently.

However, in a sequential game version, players of game play consecutive, 
so, it is rational to consider conditional densities  ( | )f x y and ( | )f y x
, as mixed distributions of both players. Thus, ( | )f y x is chosen such that

( )( ) ( ) ( )1 1, , | ,E u x Y u x y f y x dx
∞

−∞
= ∫

is independent of argument x. In a sequential game setting, time is important 
because of sequential and repeated structures of the game. Thus, the subscript 
t is added to notations of variables. Indeed, in a repeated sequential game, 
at  t -th stage of game, the first player observing 1ty − of his opponent and 
knowing 1tx − , then, selects the sample xt from 1( | )t tf x y − .

The similar act is done by the second player. As soon as, the number of 
sampling (number of repetitions of repeated game) increases, the sequential 
samples from conditional distributions constitutes a two-dimensional Markov 
chain, similar phenomenon happens in Gibbs-sampling technique which is 
referred as “Gibbs-type sampling”. Following Gelfand and Smith (1990), the 
ultimate samples come from the Markov chain stationary distributions of 
X,Y. For more details, see Casella and George (1992) and references therein. 

This sequential sampling manner and stationary distributions are used to 

answer to three typical questions frequently asked about the repeated games. 
The above discussion is revisited in the wallet game, as follows:

Example 1. Following Casella and George (1992) part 3, consider a bivariate 
Bernoulli random vector distributed as

                Y  
0 1 

 
0  
    X 
1 
 

p1 

p3 

p2 

p4 

and suppose that the payoff matrix of a two-player game is defined as follows

00 00 01 01

10 10 11 11

, ,
, ,

x y x y
x y x y

 
 
 

.

Here, the conditional probabilities matrix are given by

1 2 1 3

1 2 1 2 1 3 1 3
| |

3 4 2 4

3 4 3 4 2 4 2 4

, y x x y

p p p p
p p p p p p p p

A A
p p p p

p p p p p p p p

   
   + + + +   = =
   
   + + + +   

From the Nash equilibrium, it is seen that,

( )

1 2 3 4
00 01 10 11

1 2 1 2 3 4 3 4

1 3 2 4
00 10 01 11

1 3 1 3 2 4 2 4

1 2 3 4 1,   0,1 , 1, ,4.i

p p p px x x x
p p p p p p p p

p p p py y y y
p p p p p p p p
p p p p p i

 + = + + + + + 
 

+ = + 
+ + + + 

 + + + = ∈ = … 
 
As soon as, a one-shot game is played for a given number of repetitions (such 
as the poker game), the repeated game setting is born.

Here, the current actions of each player have effects on himself and his 
opponent future actions. Throughout a specific repeated game, each player 
learns how to play optimal, see Kaniovski and Young (1995) and references 
therein. Repeated games broadly are divided into two finite and infinite 
classes. Finite games are solved by backwards induction technique but 
infinite games cannot be solved by it.

Instead, players take a strategy such as grim trigger or tit for tat in the front 
of opponent behavior.

As follows, three typical issues ( )( )i iii− of repeated games are proposed 
and they are answered in the next sections throughout the
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Gibbs-type sampling.

(i) Although, there are many strong techniques such as folk theorem to find 
the sub-perfect NE in a repeated game (see Mailath and

Samuelson, 2006), however, a good question is: which strategies converges 
to NE and what is the rate (speed) of convergence? That is, after how many 
stages the NE’s will be appeared? Indeed, if all players are infinitely rational, 
they will choose the NE (pure NE if it exists, if not, the mixed NE). However, 
this not true if they are bounded rationality or there exist some imperfect 
information in each stage of game.

These conditions exist in a repeated stochastic game.

(ii) Repeated games, in both finite and infinite formats, have been received 
considerable attentions via a huge studies exist in the literatures.

However, choosing between finite or infinite types depends on how long 
each player is interested to repeat the stage games.

Therefore, another important problem for each player of a repeated game is: 
what is the optimal time for exit of game?

This problem can be formulated as an optimal stopping problem.

Although, the learning process in the repeated games are well studied in the 
literatures in famous games such as factious and Bayesian games, however, the 
optimal exit (stopping) strategies of repeated game seems is less considered. 
Indeed, this problem can be viewed as game theoretic extension of the 
optimal stopping strategies. For example, Tijms (2012) applied the optimal 
stopping technique and used backward induction dynamic programming 
method for solving stochastic game proposed in a dice game format.

(iii) Choosing between pure (if exist) and mixed NE’s is too important. By 
checking famous games such as repeated prisoner’s dilemma or chicken 
games, one can see that the pure NE maximizes the mixed NE joint 
distribution. It is interested to know is it true for all repeated games?

The rest of paper is organized as follows. In section 2, three issues 
,   ) ( ( ) ( ) andi ii iii are studied using the Gibbs-type sampling method. First,

following Yao (1984) setting for change point analysis and because of curiosity 
arguments, a stochastic strategy is chosen for movement of both players and 
it is searched that under which conditions they lead to NE and what is the 
rate of convergence to NE? Next, the optimal exit time of repeated game for 
each player is studied. Applications in option pricing game is studied. Then, 
it is checked that the pure NE maximizes the mixed NE. In section 3, the 
Gibbs sampling type is revisited in exchange rate and option pricing. Finally, 
concluding remarks are given in section 4.

ISSUES OF REPEATED GAME

Here, three theoretical issues ,   ) ( ( ) ( ) andi ii iii  about repeated games, 
proposed in Introduction, is answered using the

Gibbs-type sampling approach.

(i) Convergence to NE. It is too important to know that under which 
conditions the players lead to NE and what is the rate of convergence?

This question is proposed throughout a type of stochastic game as follows. 
Consider a two-player (called player 1,2) game with action profile (states) 
{ } 0,1 and bi-matrix payoff , , , 0,1,ij iju v i j = as follows

00 , 00 01 , 01

10 , 10 11 , 11

(  ) (  )
 

(  ) (  )
u v u v
u v u v

 
 
 

Players 1, 2 start the game by choosing the random states { }0 0 0,1s t ∈
where they are mutually independent and have initial distributions 

( ) ( )0 0 0 01 , 1P s p P t q= = = = . As the game is repeated, then following 

Yao (1984), next states (actions) { }0,1k ks t ∈ are chosen by players 1, 2, 
respectively, as follows:

( ) ( )
( ) ( )

1 1

1 1

1 1 , 
1 1 ,.

k k k k k

k k k k k

s I s I s
t J t J t

− −

− −

 = − + −
 = − + −
Here, k ki j are two independent binary random variables at which the 
conditional transition probabilities of players 1, 2, i.e., ( )1 1,k k k kp p s t− −=
and ( )1 1,k k k kq q s t− −= for k-th shot game,  1k ≥ , are given as follows

( )
( )

1 1

1 1

1| , ,
1| , .

k k k k

k k k k

p P I s t
q P J s t

− −

− −

 = =
 = =
Questions are under which conditions on , 1, kkp q k ≥  the selected stochastic 
strategies converge to NE (in pure or mixed sense) and after how many stages 
(steps) players converge to the NE (what is the rate of convergence)? The 
Gibbs-type sampling approach answers this question.

(ii) Optimal exit time. This sub-section studies the optimal exit time of a 
two-player game. To this end, consider a two player repeated game at which 
their utilities at -th shot play are ( ), , 1,2i t tu x y i = . It is interested to 

find equilibrium optimal stopping time ( )* *,τ δ at which ( )( )*1 ,E u x yτ δ

is maximized at ( )*τ  and ( )( )*2 ,E u x yδτ is maximized at ( )*δ . Indeed, 

( )* *,τ δ is the best response of player  1, 2, respectively.

Again, the Gibbs-type sampling approach answers this question.

(iii) Mixed NE maximize. Here, it is shown that pure NE maximizes the 
mixed NE. To this end, as a motivating example,

consider the following prisoner’s dilemma with action profile { },a b and bi-
matrix payoff

 3 3 1 6
61 2 2

 
 
 
It is seen that the pure NE is joint ( , )b b . Also, it is clear that the mixed 

strategies for both players is 
1
4

.ap = and 
3
4bp = .

It is seen that the pure NE is the most probable cell according to the mixed 
strategies. One can see that the same problem occurs in the battle of sexes 
and chicken game. These examples motivate researchers to check the above 
hypothesis as a mathematical fact.

To this end, suppose that ( ), , 1,2,iU x y i = are utilities functions of players 
1 and 2, respectively.

The mixed distributions for X and Y are ones that

( )( )2 ,XE U X Y y= and ( )( )1 ,YE U X x Y=  are indifference with respect 
to X,Y, respectively.

In this section, it is interested to show that the joint equilibrium distribution 
(X,Y) is maximized at pure NE (if exists).

GIBBS SAMPLING

As follows, the above Gibbs-sampling ideas are applied to some two-player 
games, including exchange rate and gam theoretical aspects of option pricing.

Exchange rate game. In a given market such as foreign exchange market, 
the behavior of large investors, say institutional investors, can move price 
since they are price maker, see Villena and Reus (2016). Existence of 
such participants in markets versus of atomic investor’s creates a strategic 
environment at which main economic assumptions like perfect competition 
and symmetric information do not hold. Thus, the main tool for analyzing 
these situations is the game theory. 

Here, following Villena and Reus (2016), and considering a foreign 
exchange market, suppose that two main players 1,2 exist where each of 
them determines the level of the exchange rate , 1,2,ir i =  respectively, say 

1
GBPr
USD

= and 2
USDr
EUR

= . Therefore, the product r1r2, itself, is the 
GBP
EUR

exchange rate. 

However, if the market price (actual price) of the last exchange rate r3 does 
not equal to the product of r1r2, this phenomena makes the triangular 
arbitrage opportunity. In this situation, both large traders try to optimize 
their utility functions throughout available opportunity.

Suppose that both players have exponential utility functions with positive 
risk aversion constants , 1,2,i iγ = i.e., their utilities are given by

( ) , 1,2, 0i e
i iu e e i eγγ −= − = > .

Indeed, their expected benefits throughout the possible arbitrage opportunity 
are given by

( )( )1 2 | , 1,2i iE u r r r i− = .
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Here, r
-1
=r

2
, if i=1, and it is r1 if i=2.

Notice that ( )( ) ( )
1 21 1 2 2 | 1 2| ,r rE u r r r M rγ= − is the moment generating 

function (if exists) of  r1 given r2. The quantity ( )( )2 1 2 1|E u r r r  is defined, 

similarly.

To compute the utility functions of both players, conditional distributions of 
r2t given r1t and its reverse are needed.

There are many approaches to this end and model specification. For 
example, for distribution of r2t given r1t, a dynamic regression model 
as 2 2 1 2 2 2t t t t t tr r zβ α σ= + + , is considered where Z2t is a sequence of 

independent normally (0,1)N distributed random variables.

However, to compute the mixing conditional densities, the intercept-
corrected versions of variables (and therefore, utility functions of players 1, 
2) are defined as

, 1,2,it it itR r iα= − =

( ) ( )1 1 2*
1 1 2 2, | ,t tR r

t t tU R r E e rγ−=

( ) ( )2 1 2
2 1 2 1, | ,t tr R

t t tU r R E e r respectively.

The aim of changing format of utilities functions and indeed removing the 
term of intercept ait, is to obtain the mixing 

conditional densities, computationally, easily.

 In practice, to remove intercept term ait, it is possible to consider centralized 

format of , 1,2it it iR r r i= − =  where ir is the sample mean of i-th returns 
of -th exchange rates for a pre-determined sample size n.

To compute the utility function, for example, of the second player, i.e., U2, 
notice that the term a2t is removed from regression equation

and assuming a time varying structure for 2tσ , then, it is seen that  

2 2 1 2 2t t t t tR r zβ σ= + . Thus, R2t given r1t has normal distribution

( )2
2 1 2,t t tN rβ σ

Thus, ( )2 1 2

2 2 2
2 2 2 1

1 2 2 1| exp .
2

t tr R t t
t t t

rE e r rγ σ γγ β−  
= − + 

 
To make sure that the above quantity is independent of r1t, it is enough to 

assume that . Thus, the mixing conditional distribution of R2t 

given r1t is given by 
2

22 2
1 2,

2
t

t tN rγ σ σ
 
 
 

.

Replacing index 1 with 2 and vice versa, then the mixed conditional 

distribution 
2

21 1
2 1 )( ,

2
t

t tN rγ σ σ  for distribution of R1t given R2t is obtained.

The following proposition covers the above discussion; hence, its proof is 
omitted.

Proposition 1. Considering utility functions ( )1 1 2,t tU R r and ( )12 2,t tU R r

for players 1, 2, respectively, and the intercept-corrected rates 

, 1,2it it itR r iα= − = , and assuming dynamic equations 1 1 2 1 1t t t t tR r zβ σ= +

and 2 2 1 2 2t t t t tR r zβ σ= + , then the mixing (indifference) conditional 

distributions R1t given r2t and R2t given r1t are given by

2
21 1

2 1,
2

t
t tN rγ σ σ

 
 
 

and 
2

22 2
1 2,

2
t

t tN rγ σ σ
 
 
 

, respectively.

Some remarks. Hereafter, some remarks are given.

Remark 1. For a sequential game setting, at t-th stage of mentioned repeated 
game, each player considers the selected sample of his opponent has been 
derived at stage (t-1)-th and therefore the samples R1t, R2t are drawn from 

2
21 1

2, 1 1 )( ,
2

t
t tN rγ σ σ−

and 
2

22 2
1, 1 2 )( ,

2
t

t tN rγ σ σ−
 distributions, respectively.

Remark 2. The model specification is selected based on empirical intuitions 
obtained in Example 1 (see below) and some other results obtained from the 
search among the literature review. Indeed, there are many approaches to 
model the time varying pattern of 2tβ , 2  tα .

Here, they may be modeled as random walk structures:

2 2, 1 2

2 2, 1 2

,
,

t t t

t t t

α α ε
β β ζ

−

−

= +
 = +

where 2 't sε , 2tζ 's  are two sequences of random 

variables which are mutually independent  and normally distributed as 

( ) ( )2 2

2 20, , 0,N Nε ζσ σ , respectively. 

Here, 2
2tσ may be formulated as a time varying moving average/GARCH 

series or may be estimated via the Morgan’s (1996) Risk-Metrics approach.

The above model may be considered as a state space model such that the 
regression equation is measurement equation and dynamics of 2tβ , 2  tα and 

2
2tσ play the role of state equations. Replacing index 1 with 2 and vice-versa 

the dynamics of 1 1  t tβ α and 2
1tσ are found.

Remark 3. Summarizing the above discussions, and re-writing all results 
in non-centralized rates, it is seen that the equilibrium dynamic regression 

models are given by 
2

1 1 1 1 2, 1 1 1
2

2 2 2 2 1, 1 2 2 ,

0.5 ,
0.5

t t t t t t

t t t t t t

r r z
r r z

α γ σ σ
α γ σ σ

−

−

 = + +
 = + +

 where itα ’s have 

random walk structures and itσ  are estimated using say GARCH series, as 
it is stated in the Remark 2.

These dynamic models are referred as practical instruction pattern of 
equilibrium regression models.

Remark 4. If the intercept is not removed, then, following an approach of 
Proposition 1, it is seen that

( )
( )

2
1 1 1 1 2

2
2 2 2 2 1 ,

0.5 ,

0.5

t t t t

t t t t

r

r

α γ σ β

α γ σ β

 = −


= −
which leads to the equilibrium dynamics

2
1 1 1 2, 1 1 1

2
2 2 2 1, 1 2 2 ,

0.5 ,
0.5

t t t t t

t t t t t

r r z
r r z

γ σ σ
γ σ σ

−

−

 = +
 = +
Example 2. Consider EUR/USD (r1t) and USD/GBP (r2t) exchange rates 
for period of study 18-Sep.-2019 to 16-Oct.-2020, including 283 observations 
taken from www.investing.com site. Here, the rolling (over rolling window 
with length of 20) least square estimates of 2t 2t,  α β are plotted as follows 
(Figures 1 and 2).

These plots suggest a random walk pattern in 2t 2t,  α β , because of instability 
if the mean, visually.

Therefore, the first differences of them are plotted as follows (Figures 3 and 
4), which are clearly stable processes in mean.

As well as, the plots of 2tβ against 2, 1tβ − and 2  tα against 2, 1tα − , are plotted 
in (Figure 5a-5b) respectively. 

Figure 1: Rolling least square estimates of 2tβ .

 

Figure 2: Rolling least square estimates of 2tα .
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These plots suggest the use of random walk structure for 2  tα , 2tβ , strongly.

The figure of moving average estimate (throughout a window by length 10) 
of 2

2tσ is plotted in (Figure 6). 

Clearly, the volatility clustering (as indicator for existence of GARCH 
effects) is seen. Fitting a Risk-Metrics dynamic, it is seen that

( )2 2 2
2 2, 1 2 2 2 21 , t t t t t ty y zσ λ σ λ σ−= − + = , where 0.19λ = .

Also, it is easy to see that the standard deviations of innovations 2tε and 2tζ
are 

2 2
0.141, 0.125ε ζσ σ= = , respectively.

Applications in pricing. This sub-section studies for game theoretical aspects 
of option pricing formulas. 

To this end, consider a financial derivative f which its value at the maturity 
T depends on the values of two independent  financial assets 1 2, s s , for 
example the Margrabe’s formula, see Rouah and Vainberg (2007). 

Here, the Margrabe’s option (as a game between holder and writer of option) 
is revisited from the wallet game point of view (which this approach is not 
studied before, and it is useful to run the Gibbs-type sampling method). 

First, to review the wallet game, consider the following example. Interested 
readers are referred to the Carroll et al. (2006) and Ferguson (2006).

Suppose that 1
Ts comes from distribution F and 

2
Ts comes from distribution 

G and 1
Ts , 2

Ts are independent, statistically.

Then, the holder of option receives random amount

( )1 1 2 2 1 21 1( )T T T T T Ts s s s s s> + < ,

where 1( )a b< is one if ( )a b< and zero if ( )a b> . For simplicity let 
1
Ts X=  and 2

Ts Y= .

Notice that the expected profit of holder (value) of this game, following the 
notation of Ferguson (2006), is

( ) ( ) ( )( ), 1 1A F G x x y y x y dGdF
∞ ∞

−∞ −∞
= > + < =∫ ∫
( ) ( )( ) ( )( ),XxG x H x dF E L X

∞

−∞
+ =∫

where ( ) ( ) ( )x xG x H x= + , ( ) ( )
x

H x ydG y
∞

= ∫ .

Then, ( ),A F G may be approximated by the direct use of Monte Carlo 

simulation.

Also, notice that ( ) ( )L x G x′ =  and ( ) ( )"L x G x= ′ is the density function 
of Y.

The Taylor expansion leads to

( ) ( ) ( )( ) ( )
2( ), { "

2
X

X X X X X
XA F G E G G X G µµ µ µ µ −

≈ + − +′ +

( ) ( ) ( ) ( )
3 4

3 4( ) ( ) }
6 24

X X
X X

X XG Gµ µµ µ− −
+

where G(i)is the i-th derivative of G.

Therefore,

( ) ( ) ( ) ( ) ( ) ( ) ( )3 4
2 3 4"

,
2 6 24

X X X
X X X X X X

G G G
A F G G к

µ µ µ
µ σ γ σ σ≈ + + + ,

At which, Xγ , kX are skew and kurtosis measures of X. For example, 

when, Y comes from exponential distribution with parameter one,  then,

( )
2 3 4

, 1 1
2 6 24

X X X X X XêA F G e µ σ γ σ σ−  
≈ − + − + 

 
It is seen that, the value of game depends on distributions F and G, via their 
forth central moments.

Hereafter, the Gibbs-sampling method is proposed.

To this end, notice that the price off at time t, when 2
Ts are assumed fixed is

( ) ( )( ) ( )
1

1 2 1 2 1 2
1, | , ,r T t

Q T T T t T t TE e f s s s s sπ− − =

, where 
1

tf is the information 

set of the first financial asset 1s up to time t, and Q1 is the risk-neutral 
probability measure of asset 1.

Also, the price of f, assuming 1
Ts is kept fixed, is

( ) ( )( ) ( )
2

1 2 2 1 1 2
2, | , ,r T t

Q T T T t T T tE e f s s f s s sπ− − = .

Considering equations set ( )1 2
1 ,t Ts sπ , ( )1 2

2 ,t Ts sπ , a game is defined 

between asset 1 and 2.

Again, the optimal stopping method may be applied to solve the problem.

CONCLUSION

The Gibbs-type sampling method is applied to answer some questions about 
the repeated games,

e.g., convergence to NE and its rate of convergence, optimal exit time for a 
repeated game and the maximizing property of mixed NE.

 

Figure 3: First difference of estimates of 2tβ .

 

Figure 4: First difference of estimates of 2tα .

 

Figure 5(a): 2tβ vs. 2, 1tβ − .

 

Figure 5(b): 2 tα vs. 2, 1tα − .

  

Figure 6: Mowing average estimate of 2
2tσ .
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This type of sampling may be applied to the option pricing and exchange 
rate games.
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